Modeling of Layered Video for Low-Bit-Rate Tactical Video Conferencing Applications

Robert E. Parker, Jr. and Murali Tummala

Dept. of Electrical and Computer Engineering

Naval Postgraduate School, Monterey, California

Abstract

Traditional video codecs are not particularly robust and perform poorly in heterogeneous networking environments where available bandwidth varies from node to node. Receiver Based Layered Multicast (RLM) employs a layered coder to offer multiple levels of quality.  We propose a simple layered coder for employment over wireless ATM networks that extends progressive JPEG with a block replenishment scheme.  Specifically we focus on providing a rt-VBR service to realize the advantages of statistical multiplexing.  Modeling VBR traffic aids in estimating QoS metrics, evaluating scheduling algorithms, and determining statistical multiplexing gains.  While most VBR traffic models have examined high-bandwidth MPEG traffic, we propose a layered video traffic model and evaluate the model using data form the layered coder.  The traffic model employs a simplified multi-state Markov chain that represents a pseudo-histogram of observed bit-rates for each layer.

1. Introduction

Wireless-networking technology is rapidly maturing, aided in part by new standards.  Evidence appears in the recent ratification of the IEEE 802.11 standard, the increasing body of research into wireless ATM solutions, and the rapid spread of connected personal data assistants (PDA).  Accompanying the spread of wireless technology is increased demand for practical multimedia applications such as video teleconferencing (VTC) or streaming video.  The challenge is to deliver solutions consistent with the limitations imposed by the wireless interface (compared to wireline), lower bandwidth and increased probability of error in the channel, due to both bit errors and burst errors due to fading.

Much effort has gone into the problem of robust video delivery.  Two techniques in particular appear to have a potentially complementary nature.  The first is the receiver-based layered multicast (RLM) scheme described by McCannes et. al. [1] which transmits video in scalable layers that progressively refine quality.  RLM solves network heterogeneity problems, allowing a sender to support receivers with differing bandwidths and terminal capabilities.  Layering video has several other benefits.  Switches can reduce congestion by temporarily dropping layers and re-subscribing, as bandwidth becomes available. Finally, layered video provides for robust transmission since cell loss in upper layers still allows passable video quality by design.  For a similar reason, spreading bit errors cross multiple layers has less impact on the reconstructed video [2].

The second technique for decreasing packet loss due to congestion is to increase multiplexer efficiency through traffic smoothing. Skelly et. al. [3] observed that, for multiplexed VBR video sources, smoothing the transmission of cells over one frame interval using a technique similar to the leaky bucket algorithm improved queuing performance. While Skelly focused on Poisson smoothing, Shroff [4] illustrates that optimum multiplexer performance is achieved, for FCFS queues, when cells are smoothed deterministically over one frame interval.

In conjunction with traffic smoothing, Skelly proposed a VBR traffic model for JPEG-encoded video using an 8-state Markov modulated rate process (MMRP), each state representing a bin from a bitrate histogram of the video source.  This ‘pseudo-histogram’ approach reduces the complexity of queuing analysis through a quasi-static approximation allowing each bin to be treated as an independent queuing system.   The model parameters can also be used as part of a network access algorithm for FCFS networks [4].  

In this paper, we propose a networking solution for wireless video teleconferencing incorporating these techniques.  As part of the solution, we have developed a low complexity, hybrid wavelet/DCT coder and a novel method for reducing the delay associated with smoothing.  An optimized traffic model is presented for future work on network access and scheduling algorithms.

2. Scheme

Figure 1 illustrates the multi-party VTC using layered video over a wireless ATM network such as that proposed by Uziel [5].  Each participant offering video is granted a maximum of 64 kbps, with 6.4 kbps for the associated audio channel.  Video from each participant is encoded with a layered hybrid codec described in Section 3.  Layers are transmitted as separate streams and each stream is deterministically smoothed over one frame interval prior to transmission.  All other functionality for the VTC application is handled by an H.310 standard terminal [6], modified to handle the layered coder.

Call acceptance is imposed at the UNI using the parameters from the layered traffic model (described below) to determine whether capacity is available.  In a tactical setting, the multiplexer represents the central controller node within the wireless network.  The multiplexer has responsibility for routing the correct audio and video streams to the correct participants and controlling congestion by dropping layers as necessary.
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3. Layered Wavelet/DCT Coder
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The wireless environment and real-time nature of VTC motivate the need for a robust, low complexity coder. The proposed coder using a layering scheme similar to the hybrid DCT/wavelet coder proposed by McCannes et. al. [1].  Figure 2 provides a functional diagram of the proposed coder.  The coder is designed to compress 10 fps QCIF (176(144) 8-bit grayscale or 4:2:0 true color video at a bit rate of 64 kbps or less.

A block update scheme is employed in which only select macroblocks are coded and transmitted each frame. The current frame is compared to a locally decoded version of the previous frame, and macroblocks are selected for encoding using an absolute sum-of-differences distance metric.  To increase selection performance, the distance threshold is applied in a clockwise fashion to the (8(8) blocks within the macroblock.  The first block to exceed a minimum distance threshold triggers selection and ends the search. The interval between macroblock updates is also tracked using a counter for each macroblock.  When the interval reaches an aging threshold, possible when the block lies within a static region of the video, the macroblock is selected for update. In this manner, a maximum period between updates is ensured, limiting the duration of decode errors at the receiver and ensuring new viewers receive an entire frame in a timely manner.  In general, block updating provides inferior compression performance relative to motion prediction schemes.  However, block updating provides greater robustness since error propagation is limited and the difference in compression gain is not significant for low activity video.
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Applying the fast Haar transform (FHT) to the previously selected macroblocks results in a four-band decomposition.  Since the FHT is applied in both the vertical and horizontal directions, the bands represent the possible combinations of low- and high-pass filtering.  For example, the LH band represents horizontal low-pass filtering and vertical high-pass filtering.  The LL subband retains the low-pass nature of the original macroblock, the LL block is further transformed using the DCT.  Following quantization and lossless coding of each block, the encoded coefficients are assigned to one of three layers.  Figure 3 shows a trace for a representative VTC sequence.  While the assignment scheme is still under investigation, the current approach uses the LL block for the base layer, the LH and HL blocks for the next layer, and the HH block in the upper layer.  Additional layers can be introduced as desired by progressively encoding the LL blocks and using zero tree structures for the remaining blocks.

4. Predictive Deterministic Smoothing

Smoothing is accomplished by buffering cells until the entire frame is compressed, and then transmitting cells at a rate given by the ratio between bits buffered and the frame interval.  Inter-departure times are determined by a smoothing function as in the leaky bucket algorithm.  For the wireless VTC application examined here, deterministic smoothing is employed for each level; each individual layer is buffered and transmitted deterministically over separate network connections.

The drawback with smoothing is the insertion of delay due to buffering the compressed frame for transmission and the delay imposed by the need to wait for the entire frame to be encoded before the transmission rate is determined.  For VOD applications, the added delay poses no difficulty, but for interactive applications the delay becomes of greater concern as the frame rate decreases.  Considering only the buffering delay, at 10 fps, a delay of at 100 ms is created.  To meet the standard of 150 ms for interactive applications, total transmission and queuing delay cannot exceed 50 ms, a stringent but feasible requirement for the LOS wireless network under consideration.

While the buffering delay is set by the frame rate, the delay due to waiting for the frame to be encoded is reduced by instead predicting the size of the compressed frame. The predicted value is used to set the transmission rate such that cells are transmitted immediately as they become available from the coder.  Taking advantage of the correlated nature of the compressed video stream, the size of the current frame is predicted from the sizes of the last P frames:
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(1)

The coefficients in (1) are determined adaptively using the RLS algorithm [7] for the next frame during transmission of the current frame.  Given that some error is present in the estimate, two scenarios are possible during each frame interval.  If the prediction is high, the transmission buffer empties before the frame interval expires.  However, with sufficient accuracy the benefits of smoothing cell delivery are still realized.  If the prediction is too low, the buffer still has cells for transmission from the current frame, which are added to the size estimate for the next frame.  Although this adds additional buffering delay, the delay is offset by the ability to transmit cells immediately, as they become available.  To account for the learning period of the RLS algorithm, the predicted values are only employed once the prediction error has dropped below a threshold value related to the encoder delay.

Using simulated VTC traffic, the RLS algorithm has proven reasonably accurate in predicting compressed frame sizes.  The VTC traffic model employed is based on the minisource model proposed by Maglaris [8] where the video source is quantized into a Markov chain composed of two-state on/off minisources.  Using fluid source modeling, Maglaris indicated 20 minisources per video source produced reasonable agreement with queuing simulations.  In the approach here, each of the minisources is replaced by a statistically equivalent AR(1) process to remove the quantizing effect.  Figure 4 shows the resulting video stream along with the predicted values using three taps (using more taps did not improve accuracy).  Figure 5 shows the prediction error.  Assuming an encoder delay of 20 ms, the prediction saves over 15 ms of delay per frame.  Note the results are only valid for low activity video.  Tests with video containing a large number of scene changes and/or a high degree of motion generated higher prediction error.

5. Layered Traffic Model

Markov-modulated rate processes (MMRP) have been widely proposed as traffic models for VBR packet video [3]-[4],[9].  Summarizing, the MMRP model uniformly quantizes a video stream’s arrival rate to the ATM multiplexer into a fixed number of bit rates or bins.  The quantized bit rates then vary frame to frame depending on the transitions observed in the sequence.  Assuming the transitions are memoryless, the model gives rise to a discrete-time Markov chain as show in Figure 6 where (i represents the arrival rate in state I.  The Markov chain modulates the underlying rate arrival process, which in turn represents the effect of smoothing the delivery of cells to the multiplexer.  Although many forms of smoothing are possible, only deterministic smoothing is considered here as described in sections 3 and 4.

MMRP models provide straightforward techniques for analyzing cell loss assuming the rate of the modulated process is far slower than the rate of the modulated process.  In this case, the queue reaches equilibrium rapidly compared to the frame length and each state, along with the multiplexer, may be treated as an independent queuing system.  Given each state probability (i and the loss probability for that state, Pli, the overall cell loss probability is given by [3],
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With deterministic smoothing, arrivals from each state represent a D/D/1/K queuing system and the loss probability is given by
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(3)
where  is the service rate and assuming state durations approach infinity.  For bursty traffic this assumption is poor and [9] presents a modified form of (3) that explicitly shows the effect of queue length.  Shroff [10] proposed an alternative, more complex approach to capturing the effect of queue size that incorporates fluid source analysis.  

For multiplexed sources, cell loss probability is determined by applying the above technique to an equivalent histogram resulting from the numerical convolution of the individual histograms. Since each source’s histograms is different, convolution tends to introduce a large number of states.  However, by removing highly non-probable states, perhaps using a threshold tied to the length of the VTC session, the size of the equivalent histogram may be reduced.

Given the MMRP parameters characterizing a source, a simple call acceptance scheme is possible in terms of CLP [3].  The source transmits its histogram parameters (state probability and cell arrival vectors) to the multiplexer at call initiation.  The multiplexer convolves the parameters with the histogram parameters of existing calls and determines the resulting CLP given the available bandwidth.  If the negotiated CLP is possible for the new connection and all existing connections, the connection is granted.  Given the time-varying nature of video, each source must retransmit its histogram parameters periodically for queuing calculations to be accurate.  Note that the histogram parameters, as transmitted by the source are only valid at the entrance node.  For the remaining nodes, if any, in the connection, the histogram parameters must be updated to reflect the further smoothing caused by the queue.  Shroff [4] provides a technique for updating the histogram for FCFS queues when Erlang smoothing is used.

To characterize the layered video employed for the wireless VTC application, we propose using a separate six-state optimal MMDP model for each layer.  Instead of uniformly quantizing the sequence, the video sequence is non-uniformly quantized to optimize the representation for a given number of states. From experience, the MMRP model’s accuracy with respect to queuing calculations is effected by the quantizing error introduced.  Uniform quantization gives sub-optimal results since observed bit rate probability distribution functions are decidedly non-uniform regardless of the type of video [11].  Non-uniform quantization is accomplished either using a suitable Max-Lloyd quantizer [12] or directly from the source’s histogram [13].  Of the two approaches, the first is less computationally expensive once the source distribution is known and the number of states decided.  For the type of video traffic under consideration, the exponential distribution appears to represent the data well.

The implication of using a separate MMDP model for each layer is that the application must supply the parameters for all three layers at call-setup.  Optionally, the models can be convolved and an equivalent histogram supplied to the network.  One final, related problem is that the MMDP model parameters must be known a priori, difficult to obtain for real-time traffic.  The solution is to obtain a series of profiles characterized by the type of VTC session; instructional, conversational or illustrative.  Then call acceptance is established by using the profile parameters and monitored for compliance by the network.

6. Conclusions

The techniques presented here, traffic smoothing and layered video coding, form the basis for a robust, low-bandwidth video teleconferencing application.  The MMRP model incorporates the effects of traffic smoothing and provides a useful tool for both network call acceptance and traffic control while.  Optimizing the quantization scheme to match the statistics of the video stream provides for improved queuing analysis.  While traffic smoothing improves the statistical multiplexing gain possible, a minimum delay of one frame interval plus the time to encode one frame is added at the application level.  The predictive smoother appears to offer sufficient accuracy, at least for VTC traffic, to offset the encoding delay.

Still, more work remains to be performed on optimizing the layered coder and exploring algorithms for scheduling layered traffic.  Planned improvements to the layered coder are an adaptive quantization scheme that tracks activity within the frame and error concealment schemes at the receiver to adjust for packet losses in each layer.  Scheduling algorithms need to, as a minimum, place a priority on the layers with the highest contribution to picture quality.
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Figure 6  Markov chain model for a VBR video source.








Figure 5  Prediction error from the RLS algorithm.





Figure 4  Actual and predicted bit rates for a VTC traffic model using the RLS algorithm.





Figure 3  Bit rate trace for the layers comprising a representative VTC sequence.





Figure 2  Block diagram of a hybrid wavelet/DCT layered video coder.





Figure � SEQ Figure \* ARABIC �1�  Functional block diagram of a hybrid wavelet/DCT layered video coder.





Figure 1 Network model for a VTC application using layered coding and traffic smoothing.
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