Alternative Routing Table Representations

Windows NT (“netstat -nr” or “route print”)

Network Address Netmask Gateway Address Interface

127.0.0.0
19.1.1.2
10.0.0.0
8.0.0.0
131.0.0.0
0.0.0.0

255.0.0.0

255.255.255.255

255.0.0.0
255.0.0.0
255.0.0.0
0.0.0.0

127.0.0.1
19.1.1.1
8.0.1.1
8.0.1.101
131.0.1.1
8.0.1.2

127.0.0.1
19.1.1.1

8.0.1.101
8.0.1.101
131.0.1.1
8.0.1.101

Cisco I0S (show ip route)

Gateway of last resort is 8.0.1.2 to network 0.0.0.0

19.1.1.2/32 is directly connected, Serial0
10.0.0.0/4 via 8.0.1.1, Ethernetl

8.0.0.0/4 is directly connected, Ethernetl
131.0.0.0/4 is directly connected, EthernetO
0.0.0.0/0 via 8.0.1.2, Ethernetl
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Managing Interiaces

o UNIXE “lficenfig -a”
o N “ipcontig /all*
2 \WiR95: “wWinipcig”

0 Allews Interface options to) be
set/identified (Including media type,
encapsulation optiens, status, etc.)
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Interface Statistics

o UNPX: “netstat -in” (basic, emd:line)

o N “Network Moniter” (Graphical)

0 Allews user to view: activity: on a per
Interface hasis
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Address Resolution Protocol

1 Provides  a dynamic mapping between
an P address andithe coerrespoending
hardware address

o Noermmally'anrautematic precess

o Elexible packet format allows Use ever
multiple meadia
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8

Hardware type =1 ProtocolType = 0x0800

HLEN = 48 PLEN = 32 Operation

SourceHardwareAddr (bytes 0-3)

SourceHardwareAddr (bytes 4-5) SourceProtocolAddr (bytes 0-1)

SourceProtocolAddr (bytes 2-3) TargetHardwareAddr (Oytes 0-1

TargetHardware Addr (Oytes 2-5)

TargetProtocolAddr (bytes 0-3)

Operation - 1 = ARP request, 2 = ARP reply,
3 = RARP request, 4 = RARP reply
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ARP Operation

0 Onl Ethermet, host broadcasts a request
1o all stations. Station with
colesponding IP address responds.

0 On ATM;, designated ARP sernver
iesponds to alll reqguests

0 ARP reguest usually’ precedes most
COnNEection reguests unless mapping|Is
cached
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ARP Cache

0 ARP entries are cached locally for 3/t
20 minutes depending on OS.

0 110 view current cache “arp -a* (valid on
UNDX, NTF and Win95s)
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Gratuitous ARP

1 Most systems on beotstap transmit an
ARP reguest for thelr ewn P address

o Lets hest knew! Iff another host IS already/
configured with that [P address

1 Ferces other hests (or ARP server) to
Update thelr cache I either hardware: o
P’ address has changed recently,

EC4800 - Internet Engineering




Reverse ARP

0 Used by diskless systems that need to
acguire their OS from a remote host

0 Reguires unicast connection withra
RARP server

o Packet Is same format as ARP
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Internet Controll Message Protocol

0 Reports errers and messages related to
P datagrams

o Usually’ acted upeni by either the |P
layer o higher layer protecol

o Encapsulated within P datagrams
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type  code Description Query | Error

0 0  echo reply (Ping reply, Chapter 7) ' .
3 destination unreachable:

0 network unreachable (Section 9.3)

1 host unreachable (Section 9.3)

2 protocol unreachable

3 port unreachable (Section 6.5)

4 fragmentation needed but don’t-fragment bit set (Section 11.6)
5 source route failed (Section 8.5)
6
7
8
9

destination network unknown
destination host unknown
source host isolated (obsolete)
destination network administratively prohibited
10 destination host administratively prohibited
1 network unreachable for TOS (Section 9.3)
12 host unreachable for TOS (Section 9.3)
13 communication administratively prohibited by filtering
14 host precedence violation
15 precedence cutoff in effect
4 0  source quench (elementary flow control, Section 11.11)
5 redirect (Section 9.5):
redirect for network
redirect for host
redirect for type-of-service and network
redirect for type-of-service and host
echo request (Ping request, Chapter 7) o
router advertisement (Section 9.6) . Figure 6.2 ICMP message.
router solicitation (Section 9.6) .
11 time exceeded:
time-to-live equals 0 during transit (Traceroute, Chapter 8) .
time-to-live equals 0 during reassembly (Section 11.5) .
12 parameter problem:
IP header bad (catchall error) .
required option missing .
timestamp request (Section 6.4) .
timestamp reply (Section 6.4) .
information request (obsolete) .
information reply (obsolete) .
address mask request (Section 6.3) .
address mask reply (Section 6.3) .

0 78 15 16 31

8-bit type 8-bit code 16-bit checksum

(contents depends on type and code) /7

e o o o
N

COoOIOiWNR~LO

o

—

13
14
15
16
17
18

OOoO|lo ol OoOI=mOo

Figure 6.3 ICMP message types.
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ICIVIP Restrictions

Al ICMIP errer message IS Rever
generated in response. to:

An ICVIP enor message.

Datagrams addressedi to bread-/multicast
Datagrams sent as link-layer broadcasts
A fragment ether than the first

[Datagrams Whese Soulce does net Specihy
a single hoest.
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ICVIR Elffor messages

o Must include the |P header (+ optiens)
of the datagran generating the' error
With the first 8 bytes that fellewead this
neader.

0 Conseguently, TCP and UDP headers
SpPEcIfy thelr seurce and destination
POrts In the first 8 bytes.

0 AssIsts In Identifying the enror.
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ICMIP Message Processing

o Each ICMP message Is hanadlead
differently

0 All'user processes eventually receive a
copy. of alllICMIP messages

0 Occeasionally, the kernel may handle an
ICMP message first
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type  code Description Handled by
0 0 echoreply - user process
3 destination unreachable:
0 - network unreachable “No route to host”
1 host unreachable “No route to host”
2 protocol unreachable “Connection refused”
3 port unreachable “Connection refused”
4 fragmentation needed but DF bit set “Message too long”
5 source route failed “No route to host”
6 destination network unknown “No route to host”
7 destination host unknown “No route to host”
8 source host isolated (obsolete) “No route to host” =
9 dest. network administratively prohibited “No route to host”
10 dest. host administratively prohibited “No route to host”
11 network unreachable for TOS “No route to host”
12 host unreachable for TOS “No route to host”
13 communication administratively prohibited | (ignored)
14 host precedence violation (ignored)
15 precedence cutoff in effect (ignored)
4 0  source quench kernel for TCP, ignored by UDP
5 redirect:
0 redirect for network kernel updates routing table
1 redirect for host kernel updates routing table
2 redirect for type-of-service and network kernel updates routing table
3 redirect for type-of-service and host kernel updates routing table
8 0  echorequest kernel generates reply
9 0  router advertisement user process
10 0  router solicitation user process
1 time exceeded:
0 TTL equals 0 during transit user process
1 TTL equals 0 during reassembly user process
12 parameter problem:
0 IP header bad (catchall error) “Protocol not available”
1 required option missing “Protocol not available”
13 0  timestamp request kernel generates reply
14 0  timestamp reply user process
15 0  information request (obsolete) (ignored)
16 0  information reply (obsolete) user process
17 0  address mask request kernel generates reply
18 0  address mask reply user process

Figure 6.12 Handling of the ICMP message types by 4.4BSD.




ICIVi

P Message Processing (cont)

0 Eor ICMIP gueries:

L

TThe sending application steres the value in

ne [dentifier field for future identification

e sequence number field allows the

client tor matchi replies with requests
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Ping

o Small program that uses ICMP echo
leguest/echo reply: messages (o test
Whether a destination! IS reachable

0 Generally the starting peint in
troubleshoeoting

1 Often tied directly to the kernellOS
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type (0 or 8) checksum

identifier sequence number

optional data

bsdi % ping svrd (SunOS requires “ping -s”)
PING svr4 (140.252.13.34): 56 data bytes

64 bytes from 140.252.13.34: icmp_seq=0 ttl=255 time=0 ms
64 bytes from 140.252.13.34: icmp_seqg=1 ttl=255 time=0 ms
64 bytes from 140.252.13.34: icmp_seq=2 ttl=255 time=0 ms
64 bytes from 140.252.13.34: icmp_seq=3 ttl=255 time=0 ms
64 bytes from 140.252.13.34: icmp_seq=4 ttl=255 time=0 ms
64 bytes from 140.252.13.34: icmp_seg=5 ttl=255 time=0 ms
64 bytes from 140.252.13.34: icmp_seg=6 ttl=255 time=0 ms
64 bytes from 140.252,13.34: icmp_seqg=7 ttl=255 time=0 ms

~? type interrupt key to stop
--- svrd4 ping statistics ---

8 packets transmitted, 8 packets received, 0% packet loss
round-trip min/avg/max = 0/0/0 ms
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Timer Resolution

o [Hardware clock generates an interrupt
at a periodic freguency.

1 Eor 1960 andl 8033861 Processors,
INterrupts eccur every 10ms.

0 Missed interrupts will cause: the system
o lose time

1 0.01% tolerance iImplies error of 8.64
Seconds per day
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Timer Resolution (cont)

0 1[e keep better time reguires:

a Petier or separate osclllator
an external time source (e.q. - GPS)

ACCEesSS Via the Internet te: moere precise
clocks (e.g. - NTP)

o New UNIX systems include a high
iesolution timer’ prevides micresecond
iesolution.
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Ping IP Record Route

0 Forms record of actual route: travelled
Py query: and reply.

UNIX: “ping -Rsy <hostname>"
NT/95: “ping -r #records <hosthame>"

0 Due to restriction; on size: of I[P header,
can only record 9 visited IP addresses
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C\WINDOWS>ping -r 9 alioth.cc.nps.navy.mil

Pinging alioth.cc.nps.navy.mil [131.120.54.2] with 32 bytes of data:

Reply from 131.120.54.2: bytes=32 time=4ms TTL=251
Route: 131.120.0.2 ->
131.120.34.2 ->
131.120.253.57 ->
131.120.54.1 ->
131.120.54.2 ->
131.120.253.222 ->
131.120.34.1 ->
131.120.0.1 ->
131.120.20.1
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C\WINDOWS>ping -r 7 alioth.cc.nps.navy.mil
Pinging alioth.cc.nps.navy.mil [131.120.54.2] with 32 bytes of data:

Reply from 131.120.54.2: bytes=32 time=6ms T TL=251
Route: 131.120.0.2 ->
131.120.34.2 ->
131.120.253.57 ->
131.120.54.1 ->
131.120.54.2 ->
131.120.253.222 ->
131.120.34.1

C\WINDOWS>ping -r 10 alioth.cc.nps.navy.mil
Bad value for option -r.
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CA\WINDOWS>tracert alioth.cc.nps.navy.mil
Tracing route to alioth.cc.nps.navy.mil [131.120.54.2]
over amaximum of 30 hops:

1 ms
1 ms
1 ms
2ms
3ms

1 ms
1 ms
1 ms
1ms
2ms

Trace complete.

1 ms 131.120.20.1

1ms 131.120.0.1

2ms 131.120.34.1

1 ms zeta.nps.navy.mil [131.120.253.222]
2 ms alioth.cc.nps.navy.mil [131.120.54.2]

<103 alioth /joshua_u3/mceachen> /usr/etc/traceroute pcjcma3.ece.nps.navy.mil
traceroute to pcjcma3.ece.nps.navy.mil (131.120.20.204), 30 hops max, 40 byte packets
1 131.120.54.1 (131.120.54.1) 1ms 1 ms 2ms

2 star.nps.navy.mil (131.120.253.57) 2ms 2ms 2ms

3 131.120.34.2 (131.120.34.2) 2 ms(ttlI=62!) 2 ms(ttI=62!) 2 ms (ttI=62!)

4 131.120.0.2 (131.120.0.2) 2 ms (itI=61!) 2 ms(ttl=61!) 2 ms (ttI=61")

5 pcjecm3.ece.nps.navy.mil (131.120.20.204) 2 ms (ttI=28!) 2 ms (tt|=28!)
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C:\WINDOWS>ping -r 9 maewestbr-aip.att-disc.net

Pinging maewestbr-aip.att-disc.net [135.206.243.10]
with 32 bytes of data:

Request timed out.
Request timed out.
Request timed out.
Reqguest timed out.
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C:\WINDOWS>tracert www.mtu.edu.mn

Tracing route to www.mtu.edu.mn [202.131.1.131]
over amaximum of 30 hops:

Ims 1ms <10ms 131.120.20.1

Ims 1ms 1ms 131.120.0.1

Ims 1ms 1ms 131.120.34.1

2ms * 2 ms 131.120.254.20

4ms 2ms 3ms epsilon.nps.navy.mil [131.120.252.101]

3ms 3ms 4ms 131.120.250.2

24ms 22ms 23 ms maewestbr-aip.att-disc.net [135.206.243.10]
25ms 23ms 22ms gip-mae-w-fddi.gip.net [198.32.136.94]
29ms 26ms 26 ms gip-stock-1-hssi4-0.gip.net [204.59.128.33]
964 ms 952ms 953 ms 204.59.128.14

11 1106 ms 1043 ms 888 ms 202.167.59.10

12 1028 ms 1053 ms 748 ms 202.131.0.26

13 98ms 96ms 95ms gip-penn-1-fddi5-1-0.gip.net [204.59.136.193]
14 91ms 91ms 90 ms gip-stock-2-hssiO-1-0.gip.net [204.59.136.18]
15 92ms 93ms 92ms gip-stock-1-fddi11-0.gip.net [204.59.128.225]
16 1035 ms 1037 ms 1025 ms 204.59.128.14

17 889ms 1163ms * 202.167.59.10

18 1094 ms 845ms 1111 ms 202.131.0.26

19 1077ms * 951 ms 192.168.0.18

20 1133ms * 1126 ms192.168.0.1

21 1201ms * 1197 ms202.131.1.1

22 1256 ms 1220 ms 1222 ms www.mtu.edu.mn [202.131.1.131]

1
2
3
4
)
6
7
8
9
10

Trace complete.
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C\WINDOWS>tracert wgc.chem.pu.ru
Tracing route to wgc.chem.pu.ru [195.19.244.194]
over amaximum of 30 hops:

Ims 1ms 1ms 131.120.20.1
I1ms <10ms 1ms 131.120.0.1
2ms 1ms 2ms 131.120.34.1
2ms * 9ms 131.120.254.20
15ms 5ms 3 ms epsilon.nps.navy.mil [131.120.252.101]
177ms 30ms 3ms 131.120.250.2
271 ms 92ms 254 ms pennsbr-aip.att-disc.net [135.206.247.5]
Oms 90ms 90ms sl-napl-pen-FO/O0/0.sprintlink.net [192.157.69.9]
95 ms 135ms 111 ms d-bb10-pen-5-3.sprintlink.net [144.232.5.61]
114ms 88 ms 127 ms sl-bb12-pen-9-0.sprintlink.net [144.232.5.153]
B ms 96ms 103 ms sl-gwl6-pen-0-0-0.sprintlink.net [144.232.5.94]
182ms 191 ms 114 ms dl-teleglob-6-0-0-T3.sprintlink.net [144.228.181.10]
117ms 149 ms 125ms gin-nyy-corel.Teleglobe.net [207.45.223.166]
109 ms 126 ms 124 ms gin-ppt-bbl.Teleglobe.net [207.45.199.234]
241 ms 232ms * RUNNet-gw.Teleglobe.net [207.45.206.246]
303ms 249 ms 262 ms StPetersburg-gw-ATMO-1.RUN.Net [193.232.80.102]
263 ms 252ms 242 ms spb-ix.runnet.ru [194.85.36.34]
257 ms 245ms 254 ms StPetersburgSU-2048K.RUN.Net [194.85.165.174]
19 * 1507ms * PTCgate-4.spbu.ru[195.19.226.27]
20 1151 ms 1535 ms 555 ms 195.19.244.2
21 1798 ms 311 ms 355 ms wgc.chem.pu.ru[195.19.244.194]
Trace complete.
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Traceroute

o Send UDP datagrams stanting With
TTLE=1 and increase the TTL by 1 with
each iteration.

A ICVIP “time exceeded™ Is returned by
each reuter 1n turm

0 Al ICMP porit unreachable Is generated
Py the destination

EC4800 - Internet Engineering




lraceroute and Seurce Routing

o fraceroute has optiens that force
packets to travel via specified reuters

0 “Strict™ seurce routing (-G) - datagram
must travelithreugh each nede only as
specified 1 the list (enly: in UNDX)

0 “lLoese” source roeuting (-9/-)) - datagram
mUuSt visit specified nedes (but may: e
ferwarnded Py others)
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More I[P Routing

0 [Hew IS the reuting| table determined?

Throughi static entry using| the “route add*
command (UNDEX, NT)

Processing ofi an ICMP “redirect” message

Dynamically, Using a hackgreuna Process
(or daemon) te periedically exchange
feUlING Infermation With: ether reuters
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Routing daemons

o UNIPX uses one of twe daemons, routed
(Strictly for RIP)ior gated (most open
Protoecols)

o routed comes with moest UNIX
distributions

o NP views the reuting “daemon” as a
“Service” that may be added in the
Network dialog hex
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A distinction...

0 A “routing mechanism Is used! o
sealch the routing table and determine
WhiIchi Interface: to transmit on (Usually
done by IP)

0 A “reuting policy” IS a set of rules for
determining Which routes go into the
ieuting| table (perfermed by the routing
daemon)
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ICVIP Redirect

0 Allews a hest with minimal reuting
knowledge build a better routing table

o |

@St can start with enly’ a default route

1 IHostS learn more as they receive
iedirects

0 Keeps intelligence in routers
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ICMIP Redirect (cont)

final destination

Figure 9.3 Example of an ICMP redirect.
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ICMP. Redirect Generation

0 Outgoing Interface = lncoming Interface

0 Route used by outgeingl datagram must
not have been from ICMP redirect and
must not be the default route

o Datagram must not e seurce reuted

0 OS kermnel must be configured te send
iedirects
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IHost Redirect Processing

0 Before modiiying the reuting table:

New: router must be directly connected

Redirect must be from current entry for that
destination

Redirect cannot tell the host to use Itself

Route that's being modified must be an
Indirect route
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General ICMP: Redirect Rules

0 Redirects are generated! by reuters, not
hosts

0 Redirects are used by hests net routers
(because routing daemons upadate
ieuter tables)
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Routing Infermatien Pretocol

a\Widely used “Interior Reuting Pretecol”

0 Being replaced by Open Shortest Path
Eiist (OSPE)

0 Supported by boeth “reuted® and “gated”

o Encapsulated in a UDP packet with both
ports heing| 520

0 Uses “distance vector” (Bellman-Ford)
ieuting algerithm
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command (1-6) version (1) (must be zero)

address family (2) (must be zero)

32-bit IP address

{must be zero)

(must be zero)

metric (1-16)

(up to 24 more routes, with same format as previous 20 bytes)

Figure 10.3 Format of a RIP message.

Command: 1 =request, 2 =reply, 5 = poll, 6 = poll-entry
Address family = 2 for IP
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RIP Procedure

0 Onlinitialization, Sends a reguest on
each Interface for neighbor's reuting
tables

o Neighbors fierward entire routing table
for intialization reguest, ethenvise, each
ieute IS examined and assigned a
metnc
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RIP Procedure (cont)

0 Onginating reuter receives esponses
from all neighbors and updates routing
(able hased on least cost metric

0 Routing table updates; are sent eveny: 30

seconds

o ffa metric changes, that entry. IS
pProadcast to neighhors

0 No update aiter 3 minutes == metrc =
16 and route IS markedi for deletion
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Route Metrics

o Metric of 16/ 1s considered unreachanble

o Metrcs ane Mop counts

0 Adjacent networks across a reuter have
a metric of 1
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RIP Problemss

o Tfakes a long time te stabilize after
fallure resulting In reuting loops

0 Ne knowledge of subnet adadressing

o Maximum metric off 15 limits the size of
netwoerks using RIP

o Use of hop count as reuting metric
OMItS moere significant parameters
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