EC 3500 Analysis of Random Signals








Instructor: Dr. Jovan Lebaric, Visiting Associate Professor of Electrical and Computer Engineering


	     Code EC/ LB, Naval Postgraduate School, Monterey, CA 93943


                   phone: (408) 656-2390, fax (408) 656-2760, email Lebaric@ece.nps.navy.mil





Textbook and Software


Papoulis: Probability, Random Variables, and Stochastic Processes, McGraw-Hill 1991


Student Edition of Mathcad 7, McGraw-Hill 1997


Student Edition of Matlab 5,    Prentice-Hall 1997





Prerequisites


Knowledge of probability, random variables, probability density functions, mean and variance, convolution and correlation, transformation of random variables, central limit theorem (EC 2010 Probabilistic Analysis of Signals and Systems, or equivalent).





Week1: Random Processes


Definition, Ensemble Mean Value and Variance


Ensemble Correlation, Covariance, and Correlation Coefficient


Independence, Uncorrelatedness, Orthogonality


Mathcad Examples





Week2: Stationarity and Ergodicity


Wide-Sense Stationary Random Processes


Time Averages and Time Autocorrelation


Ergodic Random Processes


Mathcad Examples 





Week 3: Autocorrelation


Properties of Autocorrelation Function


Correlation Time


Computation of the Autocorrelation function


Mathcad Examples: Estimate of Autocorrelation function from Sampled Data





Week4: Cross-correlation


Properties of Cross-correlation Function


Computation of the Cross-correlation function


Interpretation of Cross-correlation function


Mathcad Examples: Estimate of Cross-correlation function from Sampled Data





Week 5: Power Spectral Density


Wiener-Khinchine Theorem


Mathcad Examples: Estimation of Power Spectral Density of Sampled Data


Use of FFT and Window Functions


Periodogram Method


�Week 6: Cross-Spectral Density


Definition and Properties


Mathcad Examples: Estimation of Cross-Spectral Density of Sampled Data


Interpretation of Cross-Spectral Density


Coherence Function





Mid-Term Exam





Week 7: Narrowband Random Processes


Autocorrelation of a Narrowband Random Process


Envelope and Phase of a Narrowband Random Process


In-Phase (I) and Quadrature (Q) Components of a Narrowband Random Process


Envelope Autocorrelation function and Correlation Time





Week 8: Linear Systems with Random Signals


Output Autocorrelation function and Power Spectral Density


Input-Output Cross-correlation function


White Noise and Noise Bandwidth


Matlab Example: Response of a Low-Pass Filter





Week 9: Optimum Filtering of Deterministic Signals in Noise


Matched Filters for Colored and White Noise


Mathcad Example: Matched Filter for a Rectangular Pulse


Matlab Example:    Matched Filter for a Rectangular Pulse





Week 10: Optimum Filtering of Random Signals in Noise


Mean-square Error Minimization (MSE) 


Continuous Time Wiener Filters


Discrete Time Linear Minimum Mean Square Error Estimation 


Vector Space Representation and Orthogonality





Week11: Digital Minimum Mean-Square Error Filters


Digital Wiener Filters


Innovations


Digital Kalman Filters


Matlab Example: Kalman Filter





Final Exam





Course Policies


Homework


There will be weekly homework assigned.  The number of problems per week will depend on the problem complexity.  Most homework problems will require the use of Mathcad/Matlab software. Homework will be graded and returned.





Grading


Course grade will be based on the course average calculated by the following formula:





course_average = 0.5*homework_average + 0.25*mid_term + 0.25*final





The letter grades will be assigned according to the standard grading scale: 


95 < A


90 < A-  < 95


85 < B+ < 90 


80 < B   < 85


75 < B-  < 80


70 < C+ < 75


65 < C    < 70


60 < C-  < 65


55 < D+ < 60


50 < D   < 55


 
