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Objective: 
Poisson regression as a special case of the generalized linear model


Introduction to generalized additive models

Introduction: We’ve looked at “generalized linear models,” which are models in which we have responses which are random variables assumed to come from a distribution in the exponential family. We have a link function, and the model says that the expected values of those random variables are connected by a known link function to a linear predictor; then we estimate the coefficients in that linear predictor. So the ordinary linear model can be represented as

Yi | Xi ~ Normal (μi, σ2); E(Y​i) = XiTβ

and the logit model by 

Yi | Xi ~ Bernoulli (pi); logit(E(Yi)) = XiTβ.

A third example is provided by Poisson regression, in which we have 

Yi | Xi ~ Poisson (λi); log(E(Yi)) = XiTβ.

Ships Example: As an example of Poisson regression, consider the ships data built into S-Plus. The response variable is the number of incidents of a particular “type of damage caused by waves to the forward section of certain cargo-carrying vessels” (McCullogh and Nelder, 2nd Ed., p.204). It’s reasonable to model the number of incidents as Poisson, with explanatory variables type (ship type, A-E), year (first year of construction period, so 60 indicates 1960-1964 and so on), period (period of operation, 1960-74 or 1975-1979) and service (months of service). Presuming that the first three provide multiplicative effects, the choice of log link is a reasonable one; this suggests also using the log (service) and excluding the observations for which service is 0. The code might look like this:

ships <- ships # make a copy on the local database

ships$year <- as.factor (ships$year)

ships$period <- as.factor (ships$period)

ships.glm <- glm (incidents ~ log(service) + type + year + period, data = ships, family=poisson, subset = service != 0)

Now what? Well, we might consider adding an interaction. addterm() suggests adding the type:year interaction, but the decrease in deviance would not pass the χ2 test. There is no strong evidence that interactions belong in the model. 

Moving Towards gam(): In the ships example the choice of log(service) was reasonable on its face. In general, though, finding the “correct” transformation is a difficult job. One tool we can use to do this is a generalized additive model, which we fit with the gam() function. A generalized additive model has, like a glm, a response from the exponential family and a link function, but instead of a linear predictor the model uses one or more smooth functions. In other words we choose a transformation based on the data. In the ships data the model looks like this:

Yi | Xi ~ Poisson (λi); log(E(Yi)) = ((service) + XiTβ.

We will let the function (() be determined by gam() from the data. If we fit this model (using the glm command above, but with gam() and s(service))and look at the output from plot(), we see the “best” transformation for this model. It looks just like the log.

Let’s try the same thing with the kyphosis data. This is Bernoulli. Let’s use all three terms smoothed, and then maybe just Age. The χ2 is only a rough guideline here.

