


OA3103: Lab 7



Fall AY 2003

Objective: Logistic regression in S-Plus
Introduction: For this lab consider the “biopsy” data, which measures the presence or absence of cancer in a sample of biopsies collected in Wisconsin. Under our model, each biopsy is a Bernoulli trial, with probability of malignancy a (non-linear) function of the explanatory variables, which are described in the help file (after you attach the Mass library). I have fixed up the data a bit, so be sure to use my copy and not the one from the Mass library. Use 

bio <- read.table ("r:/common/.../bio.txt", header=T, sep=",")

Fitting the Model: We fit a glm with the same syntax we use for a linear model: bio.glm <- glm(Diagnosis ~ ., data = bio, family= binomial). This produces a simple additive (on the logit scale) model and the prediction is straightforward: for each one-unit increase in Mitoses, for example, the log odds of malignancy go up by .608. (That means the odds get multiplied by exp(.608) = 1.84 for each one-unit increase in age.)

Adding and Deleting Terms: The stepAIC() function can handle our glm models. Let’s see if any interactions should be added to the model. With the same syntax as before, we can examine the effect of adding interactions. We can also use addterm() and dropterm() to look at individual terms.

t- or z-based Confidence Intervals: S-Plus has a summary() method for glm objects, which produces approximate standard errors. We can use these to get (even more approximate) confidence intervals for the parameters based on the t (or the z) distribution.

Homework (due Tuesday, November 19):

Use data.restore() to bring in the file milk.txt on the common drive. This creates milk, the data on pp. 244-245 of Hamilton. Do a logit regression with dieldrin as the response variable. Use stepAIC() to see if the model can be improved by deleting main effects or adding two-term interactions. Then use that model to answer Hamilton’s questions 8, 9, and 11. (In Ex. 11, Hamilton says there are two points that really stand out. I think there is only one, or maybe there are four or five. Anyway show me the two weirdest points.)

Funny warning note: You may see a message like “Warning in model.frame.default (terms.object): Variable termites is not a factor.” This happens when the original “termites” column is a factor, but you’ve created a new termites column that’s numeric (0 and 1, say). You can safely ignore this message in this case.
