 

OA3103: Lab 2 


Fall AY 2003

Objective: 
1) To familiarize the students with the basics of the lm() and  



     summary.lm() functions;



2) To do regression in Excel

The lm() Function We’ve seen the lm() function briefly. Today we examine it in more detail. Run the linear model in which Calories is modelled by Alcohol in the data frame beer. What is the output telling you? (Answer: the coefficients of the line; the residual standard error; and the number of degrees of freedom associated with the residual standard error). Save the output in some object named, for example, beer.lm.

What are the objects inside the output of lm()? Some of them we’ll use a lot, others will remain a mystery. 

What  happens when you call plot (beer.lm, ask=T) ? You get a bunch of the plots we’ll use as diagnostics, to decide whether the model is believeable. (We’ll discuss most of the plots as we continue the course.) Usual plots are of the observed values against the predicted ones, the predicted against the residuals, and the observed against the residuals. What are we looking for?

How about summary.lm()? Like lm() itself, summary.lm() produces a big list o’ stuff, much of it not visible. What are these things? What do you get out of summary.lm() that you can’t get out of lm() – is it anything you need? (Answer: yes.)  Can you plot the output of summary.lm()? 

What other functions are available for linear models? (Answer: the methods() function can help.) A few you should know about: plot() and summary() we’ve seen; and predict()  and lm.influence() we’ll use later.

By this time we have developed many of the tools we’re going to need to deal with linear models. What we need, what all statisticians need, is data, and lots of it; and lots of the data in the world comes in Excel spreadsheets.

Moving Data from Excel to S-Plus and Back There will some a time when you’ll need to get data into S-Plus to do some complicated regression or to do some other technique not supported in Excel. S-Plus will import and export .XLS files directly, which is pretty handy. I’ve had some hang-ups with this in the past, although the current version of S-Plus seems smarter than the last. When in doubt, you might exchange the data as a comma-separated variable (.CSV) file; the S-Plus functions read.table() and write.table() are useful here and elsewhere. In S-Plus 6 you can open an Excel spreadsheet directly in S-Plus and then link an area of the spreadsheet to S-Plus.

Instant Regression in Excel It’s possible to do quite a lot of statistics in Excel. There are some things that cannot be done easily, though: it is difficult to modify the output you get or to feed that output into other functions automatically. Still, let’s talk about doing regression in Excel. There’s a quick-and-dirty regression you can do from the chart wizard: draw the scatterplot, then select one point and right-click. This will let you “Add trendline”, which will, optionally, add the regression equation and R2 to your picture.

More Serious Regression in Excel If this isn’t enough (and it isn’t!) you find can find Excel’s regression under Tools | Data Analysis | Regression. Excel’s filters allow you to select just a subset of the data (sometimes you’ll need to copy data elsewhere to handle it properly). In any case, select the X and Y regions and whatever options are appropriate. (For example, “label” means that your columns have labels. Without that, Excel sees that the labels aren’t numeric and it gets confused.) 

You may find it convenient to “name” regions of your data in Excel. You can do this by pulling down Insert | Name | Define or simply by clicking in the “Name Box” to the left of the Formula Bar. From then on you can refer to a set of data by that name, rather than having to type in the cell addresses.

Some plots and diagnostics are also available. In general Excel can meet your simple regression (one column of X’s) needs quite nicely. When there are several columns of X’s, things start to get ugly. 

Homework 2 (due Wednesday, October 16th) 

Write an S-Plus function that produces confidence intervals for regression coefficients. Your function should take in a fitted lm object and call the summary() function. As output it should produce as many confidence intervals as there are coefficients. Put these into a matrix with two columns, with the lower limit in the first column and the upper limit in column 2. Try to do this in a vector fashion, or at least don’t restrict your function to operating only on lm’s with exactly two coefficients. If you’re feeling up to it, be cute: let the user supply the confidence level, add meaningful row and column names, and so on.

Hints: use the names() function to figure out what’s actually inside a summary object. Remember, there’s stuff in there you might not be able to see just printing it to the screen.

Homework 3 (due Friday, October 18th)

The data from Hamilton’s Exercise 1, Chapter 2 is on the common directory (as fish.txt) as well as on my home page. Answer Exercises 1, 2, and 3(a). You should answer 3(a) by using the function you constructed for Homework 2.

Note: Make sure you don’t have missing values. I don’t love this data, since although the number of species is an integer, we assume that Y is continuous. But that’s okay.

Just For Practice: You might try Ch. 2 Ex. 1 3 (b) and (c), and numbers 8-10.
