OA3103: Lab 11


Fall AY 2003

Objective: 
Visualization with Xgobi

Principal Components



Cluster Analysis
Background: Clustering is the process of finding structure in sets of observations. Unlike regression and classification clustering concerns itself only with X’s, not with responses. We are interested in finding sets of points (or occasionally sets of variables) that are “close together” in some sense.

Data Set: First run data.restore (“…lab11.txt”). For this lab we will look primarily at the state.x77 data set (my apologies to international students). The row names of that data set are the names of the states; let’s do dimnames(state.x77)[[1]] <- state.abb to replace them with the set of post office abbreviations. So our goal here is to divide the states into clusters based on this set of variables. (Of course some of us have outside knowledge of the similarities between states that we wouldn’t have in other data sets.)

Xgobi: Xgobi is (at least primarily) a data visualization system freely available on the Internet. It requires an X-emulator. (A newer version, Ggobi, is more convenient for PCs but I haven’t been able to install that yet. See www.ggobi.org.) So let’s start an X server on your machine: Start | Programs | Hummingbird | Exceed | Exceed; and choose “Passive.” It’s convenient to start HWM from Exceed Tools, too. Now back in S-Plus, run xgobi (state.x77, multi=T). In fact run it twice. This is one way to look at the data.

Clustering by PCs:  One way to cluster is to use the first few principal components. The princomp (state.x77) command will create these for us; then we can plot the first two against each other and see what we can see. If we forget the cor=T option, the pc’s are dominated by the most variable measurements: area and, to a lesser extent, population. With the cor=T in place we can begin to see clusters.
Agnes and Diana: These techniques are somewhat similar. Each produces a “hierarchical” clustering based on a set of distances measured between every pair of points.  They can compute these directly, or the distances might be computed by daisy(). Agnes uses an “agglomerative” technique: it starts with each item as its own cluster and successively joins things (pairs of points, points and clusters, pairs of clusters) that are close together in some sense. Eventually there’s only one big cluster. The tree picture can help us decide how many clusters “looks right,” and then the cutree() function will assign cluster labels to observations. Diana() is “divisive”: it starts with one big cluster and at each stage breaks the “weirdest” cluster into two pieces. Each provides a “banner” plot which hopefully shows the overall “clusterability” of the data.






