MORS Mini-Symp.
Data Mining Ex. 2: Regression/Clustering 




Objective: 
Regression (linear, k-nearest neighbor, tree) in XLMiner

Principal Components/Clustering Example

Introduction: In classification we estimate the distribution of Y|X where Y is discrete. In regression we look at E(Y|X) where Y is continuous. In this exercise we’ll try a couple of regression models on the Boston housing data. Then we’ll look at the first two principal components to see if there’s any evidence of clustering.

Regression: XLMiner will do ordinary linear regression, k-nearest neighbor regression, and tree regression. Let’s compare the first two of these by their performance on the test set. Choose XLMiner | Prediction | Multiple Linear Regression and set up the output variable (MEDV) and the input variables (everything else except CAT.MEDV). The standard regression diagnostics are available here (and we should look at them).  Predictions are made for the validation set; we might want to use the formula =sqrt(sumxmy2(B6:B207,C6:C207)/202) to compute the “honest” estimate of residual standard error. 

In k-NN regression the estimate at an observation X is the average of the Y’s of the k points nearest that observation. As with k-NN classification the choice of k can make a big difference. In this case k=3 produces an RSE under 4.0. (To compute the RSE, you can use the above command, changing the C’s to D’s.)

Finally let us fit a regression tree, although I’m not crazy about hw it comes out in this example. Again the tree can be pruned by selecting a size penalty and then choosing the tree with the best balance of fit and size.

Clustering: In clustering we break the data into groups, without reference to an “output” variable. Since most clustering algorithms depend closely on a measure of distance between two observations (or between two clusters, or from a point to a cluster) it is almost always a good idea to normalize the data first so that each input variable is on the same scale. In principal components we find the linear combination of the data with the largest variance, and then the linear combination with the largest variance among those uncorrelated with the first,  and then the combination with largest variance among those uncorrelated with the first two, and so on. The hope is that we can reduce the dimension of the problem by ignoring a few of the linear combinations for which the variance is small. We end up replacing lots of correlated predictors with a smaller number of uncorrelated predictors, discarding as little information as possible.

Let us compute the principal components for the Boston data. (We want to do this starting from the original Data page, not the Data_Partition page.) Keep all the variables except MEDV and CAT.MEDV. (This is partly because it makes the picture nicer.) Ask for the smallest number of components that keep 90% of the variance, and click on “Show principal components scores.” We get eight “new” variables that have almost all the information (in the sense of variance) from the original 13. Now let’s use Excel to draw a scatter plot of the first two columns of scores. Are clusters visible?

Other Clustering Methods: There are two other clustering methods implemented in XLMiner. In k-means we specify the number of clusters in advance, which can be problematic. The algorithm then finds cluster centers and makes assignments of observations to clusters so as to minimize a within-sum-of-squares/between sum-of-squares ratio. In hierarchical clustering the number of clusters need not be specified in advance (XLMiner asks you for a number but does not appear to use it.) Instead, each observation starts as its own cluster, and at each stage the two clusters that are closest together are joined. At the end of the process there is one big cluster containing all the observations. We can draw a picture showing which observation joined which others at which stage, and that picture can offer insight into the “right” number of clusters. In the Boston case it looks as if three or four might be a good place to start.

