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Discounting Future Costs and Benefits/Risk

We have determined that marginal and opportunity costs are the critical costs to use in optimizing the allocation of resources in microeconomics.  We developed general decision rules that can be followed to solve any unconstrained or constrained optimization problem.  In both cases, these decision rules compared marginal costs and benefits.  We also discussed the use of opportunity costs and marginalism in the government, and tried to get a feeling about the difficulty of agreeing on the appropriate definition of opportunity costs.

Two problems with our previous discussions are that we have not considered timing issues (costs and benefits that extend over a period of years) and we have assumed we can measure marginal costs and benefits with certainty.  This is misleading.  Typically, costs and benefits extend over a period of years and there is a great deal of uncertainty surrounding cost and benefit estimates.  This uncertainty can take two forms.  In some instances, such as flipping a coin or rolling a dice, the probabilities of the different possible outcomes can be determined through empirical testing or by observing past performances.  This is referred to as risk.  When the probabilities of the possible outcomes cannot be measured, but must be subjectively determined, it is referred to as uncertainty.  We will focus on risk in this discussion.

Discounting

Suppose costs and benefits accrue over a period of years.  Can cost-benefit analysis simply add together the costs and benefits for each period?  No.  Why not?  Money has a time value.  We would rather have $1 today than $1 next year because we can invest the money we have today and earn interest.  It will be worth more than $1 next year.  Conversely, if we invest money in a machine this year, we forgo the opportunity to invest that money and earn interest elsewhere.  Our machine should earn a sufficient return to compensate us for the foregone interest.  In other words, we want to discount future returns to account for the opportunity cost of forgone alternatives.  Discounting calculates the present value of a future stream of returns.

To understand discounting, consider the interest you earn when you put $X in the bank for one year.  If the interest rate is r, it is worth X + rX = X(1 + r) from the bank in one year (= $110 if X = $100 and r = 0.10).  If you leave X in the bank for two years, it is worth X(1 + r) after the first year, and X(1 + r) + X(1 + r)r = X(1 + r)(1 + r) = X(1 + r)2 after the second year (= $121 if X = $100 and r = 0.10).  If you leave X in the bank for three years, it is worth X(1 + r) after the first year, X(1 + r)2 after the second year, and X(1 + r)2 + X(1 + r)2r = X(1 + r)2(1 + r) = X(1 + r)3 after the third year (= $133.1 if X = $100 and r = 0.10).  In general, X left in the bank for T years will be worth X(1 + r)T.

Discounting asks the opposite question.  Suppose I have an investment opportunity from which I receive $110 in one year, $121 in two years, and $133.1 in three years, how much is that investment worth to me today.  Suppose my next best alternative investment is to put the money in the bank and earn a 10% rate of interest, then r = 0.10.  Now I need to find the present value of each of the future payoffs.  To find the present value of $110 in one year, I want to find how much I would have to invest today to receive $110 in one year when r = 0.10.  If X is the amount I would have to invest today, I want to find X to solve X(1 + r) = 110  =>  X = 110/(1 + r) = 110/1.1 = 100.  To find the present value of $121 in two years, I want to find how much I would have to invest today to receive $121 in two years when r = 0.10.  If X is the amount I would have to invest today, I want to find X to solve X(1 + r)2 = 121  =>  X = 121/(1 + r)2 = 121/1.21 = 100.  To find the present value of $133.1 in three years, I want to find how much I would have to invest today to receive $133.1 in three years when r = 0.10.  If X is the amount I would have to invest today, I want to find X to solve X(1 + r)3 = 133.1  =>  X = 133.1/(1 + r)3 = 133.1/1.331 = 100.  In general, the present value of $Y received T years from now is $Y/(1 + r)T.  For the investment considered here, the present value is PV1 + PV2 + PV3 = 100 + 100 + 100 = 300.  Thus, if I have to spend less than $300, I earn more from this investment than I could from the next best alternative.  I should undertake the investment if it costs less than $300.  On the other hand, if I have to spend more than $300 for the investment, I can earn more by investing an equivalent amount in the next best alternative.  I shouldn't undertake the investment if it costs more than $300.

Main area of debate in calculating present values concerns the discount rate.  There are several different approaches to estimating r.  Some are systematic (weighted average cost of capital, capital asset pricing model, etc.) and some are more qualitative (risk premiums, rate on risk-less investment, government T-bills, etc.).  For government projects, OMB stipulates the interest rate.  Other than this, there is no clear choice.  (Some analysts say lets avoid making a choice by simply ignoring the discount rate.  Does this avoid making a decision?  No.  It assumes that r = 0, and the investment funds have no alternative use.  Some argue that the government should use r = 0 because future government expenses or savings typically affect future year revenues or deficits, thus they should be evaluated in those years.  Is this correct?  No.  Why not?  Funds tied up this year to generate those future year savings or expenses have an opportunity cost that should be considered.  It is this opportunity cost we are incorporating.)

What are some of the other ways of evaluating investments over time?  One approach is the simple payback period (looks at period of time required to pay-back the initial investment, typically required to be less than some cut-off date, i.e., 5 years).  This approach ignores the time value of money over the payback period, and ignores returns after the payback period (i.e., assumes an infinite time value for returns after the payback period).  Another approach is the discounted payback period (same as the payback period except returns during the payback period are discounted).  This is a conservative approach because it continues to ignore returns after the payback period (some argue that this is appropriate for risky investments).  Yet another approach is Internal rate of return (IRR).  This approach calculates the interest rate that makes the net present value (PV of returns minus initial investment) equal to zero.  Projects with a high enough IRR are accepted; those below the cutoff are rejected.  This can give a different ranking of projects than NPV because of the different reinvestment assumptions.  IRR assumes that returns accruing in each year are reinvested in a project that earns an equivalent return as the one being considered.  NPV assumes that funds are reinvested in a project that earns a rate of return equal to the discount rate (the rate of the next best alternative).  Because the reinvestment assumption is considered more realistic for NPV, that is the method typically preferred by economists.

Crowding Out

Who is the biggest borrower in the U.S.?  The government is the biggest borrower to finance the federal budget deficit.  Thus, the government represents a significant portion of the demand for capital.  If the government runs a large debt, how will it affect the total demand for capital, the market interest rate, and the amount of capital borrowed by the private sector?  The demand curve for capital increases (shifts to the right).  At the old interest rate, there would be an excess demand for capital, so the interest rate will increase.  The total quantity of capital will increase as well, but the private sector will borrow less capital.  This is called government crowding out of private investment.

Is crowding out good or bad for the economy?  Can't say.  It depends on the federal expenditures and what private investment they displace.  If the private investment were for very productive projects that would greatly increase future output while the federal expenditures were eaten up by inefficiencies, then crowding out would be bad.  If the private expenditures were for products that had no redeeming social value while the federal expenditures improved the industrial infrastructure, then crowding out might not be bad.  Crowding out is a fact, interpreting the value of this fact requires that we place a value on the federal expenditures and the forgone private alternatives.  The general presumption seems to be that the private sector would use the funds more productively than the public sector, but this is a value judgment.
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Expected Value

How can we incorporate risk into a cost-benefit analysis (net present value)?  Suppose we are trying to choose between three alternative communications systems.  Their performances depend on prevailing atmospheric conditions (e.g., level of electronic and gamma charges in the atmosphere).  In particular, System 1 (S1) is least affected by atmospheric conditions, but it is most cumbersome to use.  System 2 (S2) can handle mild electronic storms, but does not fare well against severe storms.  Finally, System 3 (S3) performs extremely well in normal conditions, but it does not perform well in more adverse conditions.  Suppose the value of the benefits we receive from each system in each possible use is as follows:

	System
	Normal
	Mild
	Severe

	S1
	100
	80
	50

	S2
	120
	50
	20

	S3
	150
	10
	0


From the data in this Table, can we determine which is the best system?  No.  Because each system has a different relative performance in each environment.  Thus, our choice must depend in part on probability we attach to peace, exercises and war.  For the sake of discussion, suppose the probability of normal conditions is 60%, mild 30% and severe 10%.  Given these probabilities, we can compute the expected value for each system.  In general, expected value can be calculated by:  E(Si) = ∑j Xij(Prij), where Xij is the 

value of System i in environment j, Prij is the probability of environment j for System i, and ∑j indicates that we sum the product of Xij(Prij) over all possible environments.  For example, the expected values for S1, S2 and S3 are:  


E(S1) = 100(0.6) + 80(0.3) + 50(0.1) = 89.


E(S2) = 120(0.6) + 50(0.3) + 20(0.1) = 89.


E(S3) = 150(0.6) + 10(0.3) +  0(0.1) = 93.
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Is expected value sufficient for us to select the best system?  No.  Expected value tells what the value will be on average, but it doesn't tell us anything about the distribution of benefits.  It may be important if there is a significant probability of particularly low or high payoffs.  Thus, we may want to base our decision on both expected value and distribution.For example, In the graph on the left, System A has a lower expected value and a smaller distribution of values.  If decision makers want to avoid particularly low payoffs, they may be willing to sacrifice expected value for the smaller distribution.  They may choose System A to minimize the probability of a particularly low payoff (large loss).

Distributions

How do we measure distribution (risk)?  The easiest way is by the range between the highest and lowest values (e.g., the range for System 1 is from 50 to 100).  This shows the difference between the highest and lowest payoffs, but it does not indicate how likely they are.  To account for these probabilities, variance and standard deviation are commonly used distribution measures.  The general formula for calculating variance is: 


2 = ∑j [Xij - E(Xi)]2(Prij), 

where Xij is the value of System i in environment j, E(Xi) is the expected value of System i, Prij is the probability of environment j for System i, and ∑j indicates that we sum [Xij - E(Xi)]2(Prij) over all possible environments.  In other words, variance is the square of the difference between the actual benefit in each environment and the expected value multiplied by the probability of that environment.  The standard deviation, , is the square root of the variance.  (Note that in calculating variance the difference between the actual and mean values is squared.  This eliminates negative values, which could also be accomplished by taking the absolute value, and emphasizes large deviations from the mean.  This presumes that large deviations are proportionally worse than small deviations.)

One problem with variance and standard deviation is that they do not account for size differences across alternatives.  For example, suppose the benefits from one system can equal either 9,900 (Pr. = 50%) or 10,100 (Pr. = 50%).  This system has an expected value of 10,000 and the variance equals 10,000.  Suppose the benefits from another system can equal either 90 (Pr. = 50%) or 110 (Pr. = 50%).  This system has an expected value of 100 and the variance equals 100.  Thus, the variance of the second system is smaller.  However, the actual values for system 1 only vary from the mean by 1% while the actual values vary from the mean by 10% for system 2.  To help scale for size, the coefficient of variation is frequently used to measure distribution.  The coefficient of variation is calculated by Ci = i/E(Xi)*100.  In the example here, C1 = 1 and C2 = 10.  Thus, this corrects for scale.

The variance, standard deviation and coefficient of variation for the three systems described above are:

	Variance
	Standard Deviation
	Coefficient of Variation

	=(100-89)2(.6)+(80-89)2(.3)+(50-89)2(.1)=  249
	=√249=15.8
	100(15.8/89)=17.7

	=(120-89)2(.6)+(50-89)2(.3)+(20-89)2(.1)=1509
	=√1509=38.9
	100(38.9/89)=43.7

	=(150-93)2(.6)+(10-93)2(.3)+(0-93)2(.1)= 4881
	=√4881=69.9
	100(69.9/93)=75.1


Risk Aversion

We now have expected values and various measures of risk for the three communication systems described above.  We can depict these alternatives on a graph showing the relationship between risk and return.  (See graph)  Which of these systems should we pick?  Alternatives 1 and 2 have the same expected value, but project 1 has a lower standard deviation and coefficient of variation.  Thus, most people would prefer alternative 1 over alternative 2.  What about the comparison between alternatives 1 and 3?  This is more difficult because alternative 3 has a higher expected value and a higher level of risk.  In actuality, our choice between all three projects depends on our attitudes toward risk (i.e., what is the tradeoff between risk and return).
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There are three possible attitudes toward risk:  risk aversion, risk neutrality, and risk seeking.  Risk averters will to pay to reduce risk.  They are frightened by the possibility of large losses.  In other words, they will sacrifice expected return for a lower variance (e.g., they buy insurance).  If we draw their indifference curves on a graph showing expected return versus risk, the indifference curves slope up from left to right.  If risk aversion increases with the level of risk (i.e., as risk increases they will pay more to reduce risk by the same absolute amount), the indifference curves are bowed upward.  Utility increases as they move up from one indifference curve to the next (for a given level of risk, they would prefer a higher expected return).

Risk neutral people are indifferent to increasing risk.  They are expected value maximizers.  They choose the project with the highest expected value, regardless of the risk.  Their indifference curves are horizontal lines, with utility increasing as they move upward (they prefer higher payoffs).

Finally, risk seekers enjoy uncertainty.  If two alternatives have the same expected value, they choose the one with the highest variance because it has the highest possible payoff.  They will pay to increase risk.  In other words, they will sacrifice expected return for a higher variance (e.g., they gamble).  Their indifference curves slope down from left to right.  If risk loving increases with the level of risk (i.e., as risk increases they are willing to pay more to increase risk by the same absolute amount), the indifference curves are bowed downward as shown.  Utility increases as they move up from one indifference curve to the next (for a given level of risk, they would prefer a higher expected return).

Considering these three types of risk preferences, it is evident that the choice between alternative communication systems depends on risk preferences.  If decision makers are risk seekers, they would choose system 3.  It offers both higher expected return and higher variance than system 1 and 2.  A risk seeker would sacrifice expected return to obtain higher variance.  Thus, system 3 is on the highest indifference curve for a risk seeking decision maker (upper left graph).  If decision makers are risk neutral, they would prefer systems 3 to system 1 and 2 because this system has the highest expected return.  They would be indifferent between systems 1 and 2.  Both systems have the same expected return, and risk neutral decision makers are indifferent to risk.  Thus, systems 1 and 2 are on the same indifference curve (upper right graph).  Finally, a risk averse decision maker could select either system 1 or 3, depending on the degree of risk aversion.  System 2 has higher variance but the same return as system 1.  Thus, risk averse decision makers would never select system 2.  However, system 3 has both higher expected return and higher risk than system 1.  If the decision maker is only moderately risk averse, the increase in expected value will be sufficient to compensate for the additional risk, and system 3 will be selected (lower left graph).  On the other hand, if the decision maker is more strongly risk averse, the increase in expected value will not be sufficient to compensate for the higher risk and system 1 will be selected (lower right graph).
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Utility

Are risk and return good measures of distribution?  Can we plot alternatives according to their expected return and risk (i.e., variance, standard deviation or coefficient of variation) and select projects according to risk preferences as illustrated above?  Only if the distribution of possible payoffs is symmetrical (normal).  These measures for distribution assume that probabilities are symmetrical about the expected value.  In a normal distribution, there is a 68.26% probability that the actual value will be within one standard deviation () of the expected value, a 95.44% probability that the actual value will be within two standard deviations of the expected value, and a 99.73% probability that the actual value will be within three standard deviations of the expected value.  If the distribution is skewed to one side or the other, these relationships do not hold.  The probabilities that the actual value exceeds or is less than the expected value may be quite different than the probabilities for the normal distributions, and they may not be symmetrical.  Thus, 2, , and coefficient of variation will not reflect relative distributions very well if the distributions are skewed.  There are other more complex measures that can be used to indicate skewed-ness, but we will not cover them here.  Instead, problems regarding distribution will be avoided by using expected utility.

What determines risk preferences?  The marginal utility of income.  Typically, utility increases as income increases, but at a decreasing rate.  The first $10,000 of income gives us more utility than an additional $10,000 if we already have $1,000,000.  This is diminishing marginal utility of income.  Graphically, the curve relating income (horizontal axis) to total utility (vertical axis) is bowed, as shown below, for individuals with diminishing marginal utility of income.

If you have a diminishing marginal utility of income, the increase in utility you get from a $10,000 increase in income is less than the decrease in utility you suffer from a $10,000 loss in income.  This asymmetry leads to risk aversion.  For example, suppose you have an income of $62,500 and a utility of income U = I1/2.  Your utility is 250.  You have an opportunity to flip a fair coin for $10,000.  If the coin is heads, you win $10,000; if it is tails, you lose $10,000.  Would you accept the bet?  To answer, refer to the left hand graph below.  If you win, your income increases to $72,500, which gives you a utility of U = I1/2 = (72,500)1/2 = 269 (an increase of 19).  If you lose, your income decreases to $52,500, which gives you a utility of U = I1/2 = (52,500)1/2 = 229 (a loss of 21).  Your expected income is (.5)72,500 + (.5)52,500 = $62,500, but your expected utility is (.5)269 + (.5)229 = 249.  (To show this graphically, draw the line connecting the utility of $72,500 and the utility of $52,500.  The expected utility is the point on this line that is directly above the expected income of $62,500.)  The loss in utility for a decrease in income is greater than the gain in utility for an equal increase in income.  Thus, expected utility is less than your utility if you did not bet.  You would not accept the bet.  For your expected utility to equal 250, you would have to receive $10,941 for a heads and lose $10,000 for a tails.  In other words, you would only accept the bet if the expected value exceeded your current income.  The extra 941 compensates you for accepting the risk.

If you have increasing marginal utility for income, you are risk seeking.  In this case, your utility of income curve bows the opposite direction.  Thus, the gain in utility for an increase in income is greater than the decrease in utility for an equal decrease in income.  You would accept a fair bet.  In fact, you would be willing to accept a bet that had a negative expected value.  Similarly, if you have a constant marginal utility of income (your utility of income curve is a straight line), you are risk neutral.  In this case, equal gains and losses in income have equal, but opposite, effects on utility.  Here you maximize expected value without regard to the distribution of payoffs.
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As another example, consider a person with an income of $62,500.  This person owns a house and must decide whether to buy fire insurance.  If the house burns down, it costs $60,000 to replace.  If there is no insurance, income is $2,500 if the house burns down, and utility is U = I1/2 = (2,500)1/2 = 50.  If the house does not burn down, income remains $62,500 and U = (62,500)1/2 = 250.  The decision to buy fire insurance depends on the probability of a fire and the cost of the insurance.  Suppose there is a 20% chance of a fire each year.  If the utility of income is U = I1/2, expected income without insurance is (.8)62,500 + (.2)2,500 = $50,500 and expected utility is (.8)250 + (.2)20 = 210  (Shown graphically by drawing the line connecting the utility of $62,500 and the utility of $2,500.  The expected utility is the point on this line that is directly above the expected income of $50,500.)  If the homeowner had $44,100 with certainty, it would give the same utility as the expected utility without fire insurance (U = 210, U = I1/2  =>  I = U2  =>  I = 2102 = 44,100).  Thus, the homeowner would be willing to pay up to $18,400 for fire insurance to avoid the risky outcome.  If we pay $18,400 for insurance, we guarantee an annual income of $44,100, whether or not there is a fire.  Even though actual income with insurance is less than expected income without insurance, the homeowner is just as well off because insurance eliminates the possibility of having only $2,500.  The risk averse decision maker will pay a premium to avoid the risky situation.

The $50,500 expected income and $44,100 income with certainty both provide the same utility.  Thus, we call $44,100 the certainty equivalent of the expected income from the risky situation where we receive $62,500 with 80% probability and $2,500 with 20% probability.  Certainty equivalent implies that it is the certain income that gives us the same utility as the expected utility from the risky gamble.  The difference between the certainty equivalent and the expected income is the risk premium we are willing to pay to avoid risk.

If you were a risk seeker (i.e., you have increasing marginal utility of income), you would pay to accept a fair bet.  (See left-hand graph below)  For example, suppose U = I2/106, income is $62,500, U = I2/106 = (62,500)2/106 = 3906, and you are offered the coin flip for $10,000.  In this case, if you win utility is U = I2/106 = (72,500)2/106 = 5256, a gain of 1350.  If you lose, utility is U = I2/106 = (52,500)2/106 = 2756, a loss of 1150.  Thus, expected utility from the risky gamble is (.5)5256 + (.5)2756 = 4006.  Because your expected utility exceeds your utility if you did not accept the bet, you will accept the bet.  In fact, you would accept the bet as long as your expected gain in utility at least equaled your expected loss in utility (1150).  You would receive this gain in utility if your utility after winning was 5056.  This corresponds to an income of I = [U(106)]1/2 = [5056(106)]1/2 = 7107.  Thus, as long as you received $8,607 for winning, you would accept the gamble.  You are willing to sacrifice expected income for a chance at a risky gamble.

Why do people both buy insurance and gamble?  Some people may be risk seeking for small loses in income, but risk averse for large changes in income.  Thus, they may exhibit both risk seeking and risk averse behavior.  This is illustrated in the right-hand graph below.
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If we calculate expected utility for a risky alternative, it incorporates information regarding both expected return and risk aversion.  Thus, this can be used as an alternative to the risk versus return comparison described previously.  It also eliminates problems associated with skewed distributions.  Thus, to choose between the three alternative communication systems described earlier, we can calculate the expected utility for each.  Suppose U = B1/2, where B is the system benefit.  Then, U1 = (.6)1001/2 + (.3)801/2 + (.1)501/2 = 9.39.  U2 = (.6)1201/2 + (.3)501/2 + (.1)201/2 = 9.14.  And, U3 = (.6)1501/2 + (.3)101/2 + (.1)01/2 = 8.30.  Thus, system 1 is the optimal choice.  This decision maker is relatively strongly risk averse.  The higher expected benefit from system 3 is insufficient to compensate for the higher risk.  (Note that if we calculated the utility of the expected value, we would not get the correct answer.  This assumes that we receive the expected value with certainty, so we lose all the information concerning the distribution of payoffs.  If we calculate expected utility from the actual payoffs and probabilities, it retains the information regarding the distribution and risk aversion.)

Risk Premiums

If we are calculating net present value, how do we incorporate risk?  There are two approaches:  certainty equivalent and risk adjusted discount rates.  Typically, NPV calculations use expected values for the future payoffs and a risk free discount rate.  Thus NPV = -I0 + R1/(1+r) + R2/(1+r)2 + R3/(1+r)3 + R4/(1+r)4 + ....  To incorporate 

uncertainty, we can replace the expected value (Rt) with the certainty equivalent value (the certain income that gives us the same utility as the expected utility from the risky gamble).  Calculating the certainty equivalent was illustrated in the fire insurance example.  If we replace expected returns with certainty equivalents, we would continue to use the risk free discount rate.  Alternatively, we can add a risk premium to the discount rate.  The risk premium is determined from the indifference curves for risk versus return.  If we know the distribution of annual payoffs, we can calculate the risk of the investment in each year.  Then we can determine the return that would make us indifferent between the risk free investment and the current alternative.  This return is the risk adjusted discount rate.  We can use this as the discount rate in the NPV formula.  In this case, we would use the expected value of the returns rather than the certainty equivalents.
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